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Free & Open Src SW gives power to society

2020: Open Source is incredibly successful
● Lots of appliances run OSS (TVs, Access Points, …)
● Android
● Most of the internet-facing services

– Even on Azure >>50% of the VMs run Linux
● Incredible speed of innovation

– Enabled by „permissionless innovation“ inherent to 
Open Source

● Open Source is the default way of collaborating
– „Inner Source“ within corporations



State of Infrastructure platforms

● They all use a large amount of 
open source code

● They are all proprietary
– You can not change the 

platforms
– You can not run them 

yourselves (except VMware – 
if you can still afford it)

– Innovation defined by single 
vendor that you depend on 

● Lock-In 



We could do better ...

● Most pieces to build competitive Infrastructure platforms 
are available as mature OSS technology
– Even the Hyperscalers use many of them

● We have failed to align to create one (or a few) 
standardized stacks
– Too much fragmentation

● Integration and standardization tasks
● Operational standards and skills missing



One platform - standardized, 
built and operated by many.



BMWK

Sponsoring for our idea ...

Very supportive.
Fast to support project with paid research 
contract.
Good advice for first supported project.

Very supportive.
Bound by slow alignment and decision 
processes.
Lots of projects ...

Research contract 4/2020 – 9/2020 (3 ppl 
part-time)

Project funding 7/2021 – 12/2024 (max 14 
ppl plus contracted development)



Funding proposal (12/2020)

Collaboratively written in .rst and managed with 
git.

Huge work items master spread sheet, extracted 
data with python (ODSReader) into doc. Needed 
several times, e.g. when we discovered that we 
can not deduce VAT.

Also handed in offers to substantiate cost 
calculations and avoid money to be locked.
(1st year only, not very successful …)

6 months till notice of funding
Lost money and people.



Sovereign Cloud Stack Deliverables

2
Modular Open Source
Reference Implementation

1
Certifiable Standards

3
Operational Knowledge



Sovereignty debate

Sovereignty has become a marketing term :-(

● Providing data protection (GDPR compliance) is a 
good start … “data sovereignty”.

● Ability to chose (without redoing automation/ 
integration)
● Ability to use many providers and federate
● Requires standards/compatiblility

SCS-compatible
● Ability to shape technology and innovate

“technological sovereignty”
● Requires 4 Opens

SCS-open
● Skills to understand and operate infrastructure

● Open Operations
SCS-sovereign

https://the-report.cloud/downloads/#popmake-6958
https://link.springer.com/journal/11623/volumes-and-issues/46-10


Digital Sovereignty & SCS Certification

1: Compliance with regulation  (GDPR)

2: Choice between many operators, in-
sourcing option (on-premise)

3: Technological Transparency and 
ability to contribute and shape

4: Operational Transparency and 
accessible Knowledge (Skill building)

Levels of digital sovereignty SCS Certification Level

1: (Not SCS-specific): ENISA/Gaia-X labels & 
legal rules

2: “SCS-compatible” – technical compatibility 
(conformity tests from CNCF, OIF, SCS)

3: “SCS-open” – SBOM for functional stack 
available and fully OSS (4 Opens)

4: “SCS-sovereign” – Ops/IAM stacks are 
OSS; transparency on monitoring and 
incidents, contribution to Open Operations 
(5 Opens)

-



SCS Standards



Standards



Existing public providers

Daily 
updated 
standard 

conformity 
result
(here:

IaaS SCS-
compatible)

Health
Monitor

dashboard:
Public 

realtime 
monitoring

of errors and 
performance



Gov’t Cloud

Public Cloud

Public Cloud

Community Cloud

Private Cloud

Federated Infrastructure

Built on Common standards 
… for users of cloud services to 
enable mobility of workloads
… for cloud service providers to 
offer standardized lock-in-less 
services 
… for the ecosystem to build 
knowledge and skills on a 
common technical and 
organizational foundation
… for solution providers that want 
to build on a common platform   



SCS Software



SCS Architecture (Software/Ref.Impl.)
building it up from the ground

IAMOps

IaaS

KaaS

PaaS FS

SCS Platform Services (PaaS) are planned
Hardware and Federation Services not part of SCS software
KaaS = Kubernetes as a Service

Workload



Tenders

Huge amount of work, completely 
underestimated.

Well structured, well-understood, risk 
minimizing thanks to legal advice.

Best case: 130d from spec to award.
(We do several in parallel.)

Working on the tenders took 2.5y in 
project. Should have done less ...

Occasional failures: Low rates don’t help.



Open has become a marketing term :-(

SCS Open Source Health Check
● Four Opens: Fuly Open Source, Open Develop-ment, 

Open diverse Community, Open Design
● Maturity, Security & Maintenance
● Activity & Adoption

Github issues, PRs, project board, minutes, ...
Meets (Jitsi), Matrix, MLs, 

Open Operations
Joint knowledge building for excellent operations

Upstream first!

Healthy community with tender contractors, CSP 
employees, volunteers

Open 
Source

Four Opens

Open
Operations

Really open

https://github.com/SovereignCloudStack/standards/blob/main/Drafts/OSS-Health.md


SCS Knowledge



Open Knowledge



https://openoperations.org/

We build a community of practice
Open Operations builds a community of practice to keep the barrier to entry low 
and create a thriving environment for comfortable exchange.
We share knowledge
The availability of knowledge and skilled engineers is the limiting factor for many 
organizations to adopt, leverage, and successfully operate complex technology.
We’re transparent about our incidents
We firmly believe that failures make us experts. The way we handle mistakes is 
how we become better.
We’re transparent about our operational processes
We share our internal processes for the sake of transparency. We firmly believe 
that transparency leads to better and more reliable processes.



SCS Adoption



SCS Summit 2024



+BASF

+TLRZ

+sys
eleven

+LinuxHotel

Existing CSP Future CSP SCS compat Impl. Partner

Upcoming:



OpenDesk on Sovereign Cloud Stack

Standardized, secure,
digitally sovereign 
infrastructure

Flexible, secure,
digitally sovereign 
office collaboration 
solution



SCS Future



GovStack Specs for Cloud Computing

https://govstack.gitbook.io/
bb-cloud-infrastructure



Forum SCS-Standards @ OSBA e.V.

Holds the IP rights on the SCS brand (and is 
thus unique), sets the rules for the brand 
usage

Charitable / Non-profit (OSBA)

Cares for and orchestrates a fair and 
transparent ecosystem as „neutralizor“.

Further development of Standards und 
Certifications, employs personell for this

Membership and usage fees from Operators 
and Partners (prerequisite for brand usage)

Creates visibility and trust in the market and 
the whole ecosystem

Collaborates with upstream communities

Partner for „certification-only partners“

Technology companies

Partner for users of the SCS Software 
(Reference Implementation)

Brand usage only possible within the limits 
set by Forum SCS @ OSBA e.V.

Further development, warranty, maintenance 
and backend support for SCS Software

Earns maintenance & support fees

Several such commercial entities exist:
OSISM, syself, dNation, Cloud&Heat, ...

Try setting up a central entity that creates a 
turnkey product (with coordinated policies, 
roadmap, maintenance, support) and 
orchestrates cross-stack common 
development needs: S7n Cloud Services 
GmbH

Protection&Control: Sustainable future of the SCS idea:
Two entities, idea & brand are in the non-profit organisation





SCS Questions?

https://scs.community/
https://docs.scs.community/
https://github.com/SovereignCloudStack/
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